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Abstract: Safety is the most important aspect of all areas of technology. Particularly in aerospace
engineering, safety is critical as it directly affects people's lives. However, modern systems engineering is
becoming more complex and often includes multiple components, countless software lines, globally deployed
development teams, and complex operating environments. As a result, it is becoming increasingly difficult to
secure these complex systems. Here some aspects of system safety in aerospace engineering are presented.
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Pe3rome: besonacHocmma e Hall -8aXHUsIm acrnekm Ha 8cudku obnacmu Ha mexHukama. OcobeHo 8
aepokocmudYeckama mexHuka 6e3onacHocmma e om pewasawjo 3Ha4eHue, mbll Kamo MpsiKo 3acsea xusoma
Ha xopama. Cb8peMeHHOMO CUCMEMHO UHXEHepcmeo cmaesa 8ce 10 -CII0XHO U YECmO 6KI4Yea MHOXeCmeo
KoMnoHeHmu, 6e36pol cogmyepHu nuHUU, 2r0banHo pasebpHamu ekunu 3a pa3pabomka U CrIOXHU
onepayuoHHU cpedu. B pesynmam Ha mosa cmasa ece o -mpyOHO da ce 3awumsim me3u CII0XHU CucCmemu.
Tyk ca npedcmaseHu HsIKou acriekmu Ha 6e3onacHocmma Ha cucmemume 8 KOCMUYecKama mexHUKa.

Introduction

Nowadays, the topic of system safety in aerospace engineering receives a lot of public
discussion and attention: the investigation of aircraft accidents. Safety is the most important aspect of
all areas of technology. In aerospace technology/industry in particular, safety is of paramount
importance as it directly affects people's lives. However, modern engineering systems are becoming
more and more complex. Thus, it becomes more and more difficult to ensure the safety of these
complex systems [1-12].

Aerospace engineering is a type of engineering. Let us first briefly recall what these are
engineering in general and science; what is the difference between engineers and scientists.
Engineers apply principles of natural science in their work. They design and build structures, products,
processes, or systems that improve people’s lives and make useful and necessary items. Items, that
did not exist before or existed, but have already been improved. The greatest dream, goal and
happiness of an engineer are to create something new, such as the Seven Wonders of the World and
the International Space Station. And of course, happiness for a scientist is to understand something in
the universe that people have never known or understood before. It is clear that in order to become a
successful space scientist, you really need to understand the design of satellites, what is possible with
them and what is not. And in a similar way, to be successful as a space engineer, you really need to
understand the physical principles to understand the environment in which you will work, to
understand the materials you will be working with and to develop systems that scientists will then use
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to discover the secrets of the universe. Science and engineering are interconnected: a good engineer
must understand science, and a good scientist must understand engineering.

Fig. 1. International Space Station [2, 3]

Safety is a system property that is dependent on many elements: hardware, software, human
behavior (pilot error), and of coarse interactions between all of these three factors.

Hardware damage

In the past, before the advent of modern computers and software, security and safety were
closely related to damage of equipment/hardware and components. These are actually things that can
break or not work properly (like an engine failure, valves etc.). The traditional approach to mitigating
the consequences of equipment failure is to provide redundancy for components. Indeed, if we had full
redundancy in most hardware systems so that we can tolerate failures. It is used a lot. But it has made
the system much more complex and several times more massive than the original system.

So there are always trade-offs. Redundancy is just one option. Another option that you can
use is to try to remove the component. You might consider redesigning something in the system so
that you do not need the often damaged part. Therefore, redundancy sometimes causes its own
problems.

Safety and reliability is not the same thing. In the engineering context, however, they refer to
two different concepts. Safety usually means that event X will never happen, while reliability usually
means that event Y always happens. Understanding this distinction is crucial to our discussion of the
various factors that affect system safety. A certain situation can be both safe and reliable, neither safe
nor reliable, or any combination of the two. Reliability speaks of failures, especially of components.
This may or may not have an impact on safety. Safety is not necessarily about failure. Safety is
associated with accidents.

For example case of something that's unreliable but safe: suppose the engine of an airplane
does not start on the ground.

When we talk about reliability, we usually talk about hardware components which either work
or don't work, whereas safety issues that it is much more difficult to lead to accidents and you are
really trying to look at it from a systems point of view. You can take reliability and decompose into
properties individual components. All of these components are reliable, and you can put them together
and find out the reliability of this assembly. Safety is a system property (an emergent property of the
system), not a component property. Safety always depends on the context and on the environment.
So if | ask you about any component - is it safe or not? Answer: it depends on the circumstances.
What is the context? What kind of environment?

There are accidents that are caused by:

. component failures;

. component interaction accidents.

Component interaction accidents are of two types:

. accidents caused by interactions among components;
. accidents with no component failure.
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Software failure

Software plays an irreplaceable role in many engineering systems. However, software can
also contribute to system crashes. But what do we mean when we say "software glitch"? Actually, the
problem is not in the software itself. In fact, the "curse of software" is that it always does exactly what it
is told to do. To understand the role of software in accidents, it is important to view software in the
context of how it interacts with other components and with human operators.

Software is absolutely essential for a successful mission. Software is simply a sequence of
instructions, a process, a sequence of steps that a computer must follow. Software doesn't crash like
hardware. This is a completely different failure. This problem has existed in software from the very
beginning. The software design failed. The bottom line is that we'd better tell the software to do the
right thing from the beginning and by a systems viewpoint (how all parts of the system interact with
one another).

In software, redundancy is a very different issue, from hardware, and can add significant
complexity to the system. It is very, very difficult to test, because the software is so complex that it can
be tested any possible combination of inputs it can take years or decades. Redundancy for software
also adds a lot of complexity. Only to synchronize the computers it takes a lot of time and effort.

Software — and its interactions with hardware and humans — also played a role in aviation
accidents. Again, the curse of software shocks: the software did exactly what it was designed to do,
but it wasn't designed for all possible operating conditions.

The aviation software design did not accommodate all of the possible system situations that it
could be in. And therefore, it prevented the pilot from doing what the pilot really wanted to do. The
interaction between software and people is critical.

Human error

Here we look at some of the problems that can be caused by people or their interactions with
software. The software is executed in accordance with the project. In this case, the software engineers
were not mistaken. The way it usually works is software engineers need to be told what software
needs to do, and this is done through software requirements. And requirements are of course a very
important part of systems engineering.

One of the first things you should do when you start designing an aerospace system is figuring
out what your system is supposed to do. And this is what we call requirements writing. Until you have
not a set of requirements, you really don't know what exactly you should design and build. It turns out
that the software developers didn't just forget to write this command down in the software sequence.
They really met the requirements for them. In other words, the original system requirements, which
were then transformed into software requirements, did not really indicate the whole situation in which
the system could arise.

Who is responsible for translating system requirements into software requirements? Engineers
are people. Everything comes back to people. People talk about human error and talk about drivers or
pilots - operators. But there are still people who design, and people make mistakes. If we want to
understand why the software was wrong, because software is just design, we really need to
understand a thing or two about the people who created it. Software is always design. This is always
what the engineers thought about. But we are checking something. Before you launch something into
space, be it hardware or software, you test it many times. Many tests have been done, but they
weren't perfect. We never know exactly the conditions in space.

We should try to test the systems according to the philosophy of testing aerospace systems:

- Test it like you're going to fly it;

- Fly it like you tested it.

We must not forget the importance of taking a systems view of the entire safety and security
situation because we have the interplay of all these different pieces of physical hardware, software
and people, and that is really a lot of where your approach to system safety comes from. And it's really
hard to get a complete picture of the safety system if you look at only one of the areas, such as
software. One really has to look at the whole system.

We often hear that the cause of the accident was "human error". This is especially true in the
aerospace industry, where pilot error is cited as a contributing factor to many aircraft accidents.
Human error is not a cause, but rather a symptom of the context in which the error occurred. This
explanation highlights the difference between the traditional view and the systemic view of the human
factor. And if you take a closer look at some of the common mistakes you encounter in your daily life
(For example, when entering a store, do you always open the door correctly - push or pull?), consider
whether they are due to human error or poor design.
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We conclude with a few words of wisdom about designing with people in mind from Donald
Norman. This is from a book called “The Design of Everyday Things”:

“Of course, people do make errors. Complex devices will always require some instruction, and
someone using them without instruction should expect to make errors and to be confused. But
designers should take special pains to make errors as cost-free as possible. Here is my credo about
errors:

If an error is possible, someone will make it. The designer must assume that all possible errors
will occur and design so as to minimize the chance of the error in the first place, or its effects once it
gets made. Errors should be easy to detect, they should have minimal consequences, and, if possible,
their effects should be reversible.” [1, 2; (pp. 34, 35) ]

The designer always strives for immediate safety engineering. Three principles are applied to
achieve safety in Engineering Design [7].

- The principle of safe existence (safe-life behavior) implies that that all components and their
relationships within the product will survive the intended stress and operational life without failing or
generating a fault.

- The principle of limited failure (fail-safe behavior) implies that a functional fault or damage
can occur during the operational life of the product without causing serious damage to the product.

- The principle of redundancy implies that the safety and security of the product is enhanced
by including reserve elements that can fulfill some or all of the product’s functions in case of failure. In
the case of passive redundancy, the reserve element supports required functionality even when all
components are functioning normally. With passive redundancy, the reserve element is only activated
in the case of a failure. When the original and reserve elements operate according to differing modi
operandii it is known and is the principle redundancy. Back-up elements can be employed in parallel,
serial, quartet, cross-quartet, two-out-of-three and comparative redundancy.

If risk cannot be excluded by applying the three principles listed above, complementary
indirect and indicative safety equipment is incorporated.

Nanotechnology Safety in the Aerospace Industry

Nanotechnology, the science of materials and devices with at least one dimension in the 1 nm
to 100 nm range, can be applied to any field of industry and everyday life. The aerospace industry
finds technology that reduces component scale and weight of particular interest. Nanomaterials can
also provide corrosion, weathering, and thermal resistance that would allow aerospace products to
function in a variety of environments. As the use of nanomaterials increases, questions arise about the
safety of nanotechnology, especially in applications where living things are at risk of exposure. In
aerospace manufacturing, it means preventing pollution of an object, the people inside it, and the
environment around it. Even some materials that are not toxic in bulk or at microscale, such as gold,
silver, and platinum, can become lethal at nanoscale. The aerospace industry may be better prepared
for the safety of nanotechnology than other industries because it is already adapted to the use of
composites, and it is in the composition of composites, coatings and other sensitive devices / sensors
that nanomaterials are most likely to be found in this area. In summary, the aerospace industry is
expected to implement nanomaterials on a large scale in the future. Because of the prior adoption of
composite materials in construction, and given the strict safety requirements of both composites and
nanomaterials, aerospace companies may already have the perspective required to use these
products safely [8, 9, 10].

Conclusion and future plans

The easiest way to correct mistakes is the undo button in the word processor. This is what we
really need to do. It is not necessary to always prevent human error if that is not possible. We can also
make it recoverable and easier to fix. This is absolutely important, especially in aerospace systems,
because these are systems on which human lives depend, and safety is absolutely essential if we
have an air transport system and if we are going to explore space.

Accidents can happen with or without component failure. Software always does what you tell it
to do. It is better to design it properly.

Redundancy doesn't always solve problems. Redundancy can cause new problems and it is
not always the answer. You must be very careful.

We must take a systematic view of accidents. You really need to understand the whole
system, how these components are interacting and interacting with the human. And human behavior is
always influenced by both design and context.

Safety and reliability they are not identical.

348



So once again, the software did exactly what it was designed to do. But the design didn't
incorporate all of the human factors that people really needed to use it.

The system safety is a very important field and it can be applied to many areas of human life
besides just aerospace. E.g.: nuclear power, health care, nanotechnology etc.

Each country has official websites for the results of aviation accident investigations [3, 4].
When you read about an accident, try to see if you can understand something about what happened.

But there are many other aspects of the safety in aerospace engineering and the effect of
material properties on it. Nanotechnology safety in the aerospace Industry will be the subject of our
next future study [8, 9].
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